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Abstract of the contribution: This contribution proposes a solution to perform model performance monitoring of the NWDAF Federated Learning operation, which addresses aspects of key issue #8 in TR 23.700-81.
[bookmark: _Hlk514274591][bookmark: _Hlk520730635]1		Discussion
Among the key issues in TR 23.700-81 for FS_eNA_Ph3, key issue #8 relates to supporting Federated Learning in 5GC. This contribution is related to the following aspects of the key issue #8:
-	How to decide whether Federated Learning is required or not?
[bookmark: OLE_LINK2]-	Whether and how to perform model performance monitoring of the NWDAF Federated Learning operation?
-	How to coordinate multiple NWDAFs including selection of participant NWDAF instances in the Federated Learning group?
In general deep learning modelling to resolve a problem, normally we use layers of the neuron network with a loss function, which is associated with a set of weights. The main goal of modelling is to find the minimum value loss at every iteration and overall training operation.  A deep learning model is in convergence when the loss given by the model reaches its minimum. For example, the training of the model after the 20th iteration becomes converged and the error after the 20th iteration is lower and within a smaller range.  If the MTLF has not enough local data to support 20 training iterations, the MTLF cannot get a model with good performance only by local training. In this case, the dataset of other MTLFs can help to train a model in convergence, and the Federated Learning is required. 
Observation 1: Horizontal federated learning is required when a MTLF has not enough dataset for training a model with required accuracy level.
[bookmark: OLE_LINK36]The weights bias introduced by non-IID (i.e. non-independent and identical distribution) data during training will prevent the model from convergence. The service and network performance varies in different areas, so the characteristics (i.e. data distribution) of the local dataset in each MTLF may be different. Only the ML models trained on a specific training dataset can be employed on data with similar characteristics without experiencing performance degradation. So that, only the MTLFs would be allowed to train a model for the AnLF, if only the characteristics of their training dataset are similar as the characteristics of the data used by the AnLF. Otherwise the reference output from the AnLF will experience performance degradation. 
[bookmark: OLE_LINK37]Observation 2: The MTLFs would be allowed to train a model for the AnLF, if only the characteristics of their training dataset are similar as the characteristics of the data used by the AnLF.
The MTLF trained a ML Model with training dataset (input data, label data) and the Accuracy-in-Training indicates the performance of ML model in training stage by comparing prediction with label data in validation dataset reserved from training dataset. While the AnLF may calculate the Accuracy-in-Use based on the collected network data in history. The Accuracy-in-Use indicates the performance of ML model used in live network by comparing the result of inference with the observed label data, i.e. ground truth from the live network. For example, 
-	When the model is a model for classification, the Accuracy-in-Training or Accuracy-in-Use of the model may be represented by Accuracy, Precision or Recall rate.
-	When the model is a model for regression, the Accuracy-in-Training or Accuracy-in-Use of the model may be represented by MAE (Mean Absolute Error), MAPE (Mean Absolute Percentage Error), or MSE (Mean Squared Error).
During federated learning the training dataset will be kept locally in the MTLF, it is not easy for the AnLF or another MTLF to get the characteristics of the local dataset used by the MTLF. However, the Accuracy-in-Training and the Accuracy-in-Use can be used to judge whether or not the characteristics of the dataset used by the MTLF are similar as the characteristics of the data used by the AnLF.
The MTLF uses the training dataset as the validity dataset to calculate the Accuracy-in-Training of a common model (i.e. the shared initial model of each iteration of Federated Learning), and the value of Accuracy-in-Training from the MTLF should be similar as the value of Accuracy-in-Use from the AnLF, if the characteristics of the local dataset used by the MTLF for model training is similar as the characteristics of the data in live network used by the AnLF for inference.
If the Accuracy-in-Training of the common model calculated by the MTLF is much different from the Accuracy-in-Use of the model calculated by the AnLF, it can be concluded that the characteristics of the local dataset of the MTLF would be different from the characteristics of the data in live network used by the AnLF for inference.
Observation 3: If the Accuracy-in-Training of a common model (i.e. the shared initial model of each iteration of Federated Learning) calculated by the MTLF is much different from the Accuracy-in-Use of the model calculated by the AnLF, the characteristics of the local dataset of the MTLF would be different from the characteristics of the data used by the AnLF. 
Conclusion: The Accuracy-in-Training of the common model of each FL iteration calculated by the MTLFs should be similar. The FL server should remove the MTLF if the Accuracy-in-Training of the common model from the MTLF is much different from the Accuracy-in-Use of the model calculated by the AnLF, because this implies that the characteristics of the local dataset of the MTLF would be different from the characteristics of the data used by the AnLF.
This solution proposes and provides a solution to monitor the accuracy value of the common model from the MTLFs and exclude the MTLF with different characteristics of the local dataset from the FL group to guarantee model performance. 
2		Proposal
It is proposed to include the solution described below in FS_eNA_ph3 TR 23.700-81.
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Table 6.0-1: Mapping of Solutions to Key Issues
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*** Second Change – all new text ***

[bookmark: _Toc97271690][bookmark: _Toc326248710][bookmark: _Toc20147942][bookmark: _Toc23145942]6.X	Solution #X: Model performance guarantee during Federated Learning
[bookmark: _Toc97271691]6.X.1	Description
[bookmark: _Toc326248711][bookmark: _Toc20147943][bookmark: _Toc23145943]This solution addresses aspects of key issue #8 on the following aspects related to the key issue #8:
-	How to decide whether Federated Learning is required or not?
-	Whether and how to perform model performance monitoring of the NWDAF Federated Learning operation?
-	How to coordinate multiple NWDAFs including selection of participant NWDAF instances in the Federated Learning group?
The service may vary in different network areas, which leads to different data characteristics (i.e. data distribution) of the local dataset in different MTLFs for model training. If a MTLF has not enough dataset for training a model with required accuracy level from the AnLF, horizontal federated learning is required. An AI/ML model trained using data from network areas could be utilized in a network area served by the AnLF without experiencing performance degradation, if the characteristics of data used by the AnLF in its serving area are same or similar with the characteristics of the dataset used by the MTLFs joining the Federated Learning. 
Before each iteration of Federated Learning, the FL server MTLF will deliver the common model (i.e. the shared initial model of each iteration of Federated Learning) to each FL client MTLF. The FL client MTLFs use the training datasets as the validity datasets to calculate the Accuracy-in-Training of the common model. The Accuracy-in-Training is to indicate the performance of ML model by comparing prediction with label data in validation dataset reserved from training dataset. The Accuracy-in-Use is to indicate the performance of ML model used in live network by comparing the result of inference with the observed label data, i.e. ground truth from the live network collected in history. For example, 
-	When the model is a model for classification, the Accuracy-in-Training or Accuracy-in-Use of the model may be represented by Accuracy, Precision or Recall rate.
-	When the model is a model for regression, the Accuracy-in-Training or Accuracy-in-Use of the model may be represented by MAE (Mean Absolute Error), MAPE (Mean Absolute Percentage Error), or MSE (Mean Squared Error).
If the Accuracy-in-Training of the common model calculated by the MTLF is much different from the Accuracy-in-Use calculated by the AnLF, the characteristics of the local dataset of the MTLF must be different from the characteristics of data used by the AnLF. The FL server should remove the MTLF from the Federated Learning group before the iteration of Federated Learning to guarantee the model performance (i.e. the model can be used by the AnLF without performance degradation). 

[bookmark: _Toc97271692]6.X.2	Procedures
AnLF
NRF
FL Server MTLF
FL Client MTLF
1. Nnwdaf_AnalyticsSubscription_Subscribe 
(Analytics ID, Analytics Filter Info, preferred level of accuracy of the analytics)
4. Nnwdaf_MLModelInfo_Request(Analytics ID, Model Filter Info, model accuracy level )
10. Carry out FL with the FL Client MTLFs
12. Nnwdaf_AnalyticsSubscription_Notify 
11. Nnwdaf_MLModelInfo_Response (FL model)
3. FL Server MTLF discovery if AnLF has no model of the accuracy level  
9. keeping the FL Client MTLFs with similar data characteristics as that of the AnLF.
Analytics Consumer
0. MTLF registration
6. Nnwdaf_MLModelEvaluation_Request Response (accuracy level evaluation)
5. Nnwdaf_MLModelEvaluation_Request (initial model)
8. Nnwdaf_MLModelEvaluation_Request Response (accuracy level evaluation)
7. Nnwdaf_MLModelEvaluation_Request (initial model)
2. Determine the model accuracy level based on preferred level of accuracy of the analytics
Repeat for each round of training, until getting a model with a satisfactory accuracy level or stopping the FL because of no accuracy improvement any more.

Figure 6.x.2-1. Procedure for model performance guarantee during Federated Learning
Pre-condition: The NWDAFs containing MTLF register in the NRF with the "FL capability" support information, such as FL Server or FL Client. The MTLFs may register in the NRF with the information of available model, such as Analytics ID, Model Filter information and Model Accuracy Level. 
1. The consumer NF requests the NWDAF for analytics subscription. The NWDAF containing AnLF receives Nnwdaf_AnalyticsSubscription_Subscribe request from the analytics consumer, in which there is preferred level of accuracy of the analytics required by the analytics consumer. The AnLF accepts the subscription and send the Nnwdaf_AnalyticsSubscription_Subscribe response to the analytics consumer.
2. The AnLF derives the Analytics ID, Model Filter information and Model Accuracy Level from the Analytics ID, Analytics Filter information and preferred level of accuracy of the analytics from the analytics consumer.
3. If the AnLF has no model satisfying the derived Analytics ID, Model Filter information and Model Accuracy Level, the AnLF try to discover a MTLF with the required model. If the discovered MTLF can provide or train a model that meets the Model Accuracy Level,  the AnLF can get the model for the analytics and go to step 12 directly. Federated Learning is not required.
If there is no MTLF can provide the model with the required Model Accuracy Level, the AnLF discovers a MTLF supporting the FL Server (i.e. a MTLF registers in the NRF with the "FL capability" of FL server). Federated Learning is required.
4. The AnLF sends the Nnwdaf_MLModelInfo_Request to the FL Server MTLF, in which there are Analytics ID, Model Filter information and Model Accuracy Level. The FL Server MTLF discovers candidate FL Client MTLFs from the NRF and add them into the Federated Learning group.
5. The FL Server MTLF delivers the initial/common model to AnLF for accuracy evaluation before each iteration of Federated Learning by the Nnwdaf_MLModelEvaluation_Request operation.
6. The AnLF evaluate the accuracy level of the initial/common model with the collected data in history as the validation dataset. The AnLF provides the Accuracy-in-Use of the initial/common model to the FL Server MTLF by Nnwdaf_MLModelEvaluation_Request Response operation.
7. The FL Server MTLF delivers the initial/common model to each of the FL Client MTLF for accuracy evaluation before each iteration of Federated Learning by the Nnwdaf_MLModelEvaluation_Request operation.
8. The FL Client MTLFs evaluate the accuracy level of the initial/common model with the local training data as the validation dataset. The FL Client MTLFs provide the Accuracy-in-Training value of the initial/common model to the FL Server MTLF by Nnwdaf_MLModelEvaluation_Request Response operation.
9. The FL Server MTLF compares the Accuracy-in-Training of the initial/common model from the FL Client MTLFs with the Accuracy-in-Use of the initial/common model from the AnLF. If the Accuracy-in-Training calculated by a FL Client MTLF is much different from the Accuracy-in-Use calculated by the AnLF, it can be assumed that the characteristics of the local dataset of the MTLF would be different from the  characteristics of the data used by the AnLF. Therefore the FL server can remove the FL Client MTLF from the FL group.
10. The FL Server MTLF carries out this iteration of the FL with the FL Client MTLFs in the FL group.
NOTE:	The FL Server MTLF repeat the step 5 to step 10 for each iteration of Federated Learning, until getting a model with a satisfactory accuracy level. The FL Server may stop to begin a new iteration of Federated Learning when it finds that there is no accuracy improvement any more. 
11. The FL Server MTLF provides the model getting from the Federated Learning to the AnLF. 
12. Using the model getting from the Federated Learning, the AnLF provides analytics outputs to the analytics consumer.

[bookmark: _Toc50134417][bookmark: _Toc57209990][bookmark: _Toc50557369][bookmark: _Toc50549055][bookmark: _Toc68086334][bookmark: _Toc55202363][bookmark: _Toc50134073][bookmark: _Toc50130759][bookmark: _Toc57366381][bookmark: _Toc19097][bookmark: _Toc101170914][bookmark: _Toc101336980]6.x.3	Impacts on services, entities and interfaces
The solution has the following impacts:
NWDAF
· Support for additional parameters "Model Accuracy Level" in the Nnwdaf_MLModelInfo service operation. 
· When acting as FL Server MTLF, before each iteration of Federated Learning, gets the accuracy value of the initial/common model from the FL Client MTLFs or the AnLF and removes the FL Client MTLF from the FL group if the Accuracy-in-Training of the initial/common model calculated by the FL Client MTLF is much different from the Accuracy-in-Use calculated by the AnLF.
· When acting as FL Client MTLF, uses the local dataset as the validity datasets to calculate the Accuracy-in-Training of the initial/common model from the FL Server MTLF.
· When acting as AnLF, use the network data collected in history as the validity datasets to calculate the Accuracy-in-Use of the initial/common model from the FL Server MTLF.
*** End of Changes ***
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